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1 ABSTRACT

Urban life increasingly depends on intact critiogg#frastructures (ClIs). For this reason, protectinigical
infrastructure systems from natural disasters aad-made hazards has become an important topidanur
development research in recent years as a preitegigs building and optimizing smart cities. Tccrease
efficiency, the connections between Cls have bewangthened increasingly, resulting in highly
interdependent large-scale infrastructure systdrasare vulnerable to cascading failures. Hencmlystg

the cascading and feedback effects caused by tlheefaf a Cl component in a given system can help
strengthen this system. Understanding the respafine system in the event of a disaster can ledxttter
disaster management and better planning of critidaastructures in the future. The population higav
depends on water, electricity, and the transportatietwork. These three components also dependamn e
other to function individually. This complex natuoé interdependencies must be studied in order to
understand the effects induced in one system dtreettailure of another.

The three systems (water, transport, and elegtyiaitd their interdependencies can be modeled ysaqgh
theory. Water, transport, and electricity netwotks be further broken down into smaller componefs.
example, the water network comprises water treatiplents, water storage tanks, pumping stationsage
treatment, etc. interdependency factors into thel@havhen, for instance, a pumping station depemds o
electricity. Graph theory can be used to depictphiewise relationship between the individual comgts.
Each node in the graph represents a critical itrfraire and the edges between these criticalgtifretures
represent their dependency. The modeled graph imuétigraph (inter-network dependency) and
multidirectional (mutual dependence of two or mooenponents). The idea behind building this modéb is
simulate the response of the interdependent systgyos failure. Building a simulation tool with an
underlying interdependency graph model can not delp in understanding the failure response, bat ca
also help in building a robust system for preseyvthe infrastructures. The data obtained from the
simulation results will contribute to a better egency response in the event of a disaster.

The failure response of a system depends largeth@failed component. Hence, three cases aredzrasi

to simulate and identify the state of the systemnujailure of a component: The failed component loara
node with maximum outward dependencies, a nodemékimum inward dependencies, or a random failure
of a component. If a component has the maximum rurob outward edges, the simulation tool will help
visualize the cascading effects, whereas a syst@in the maximum number of incoming edges will
contribute to the understanding of the feedbacgaese as the outward nodes are not affected imitegdia
Another goal of CI failure analysis is to develap agorithm for the partial restoration of specifidtical
services when a Cl is not working at full capacitjre selection of critical infrastructure comporsefdr
restoration is based on the number of people keffiegted.

2 INTRODUCTION

Maintaining essential public services such as actesobility, electricity, and water is directlprmected

to the intact function of the necessary Cls. Cle technologically complex systems with numerous
intersectoral interdependencies. Damaging eventsinvan infrastructure system or sector can lead to
failures cascading onto connected systems andrsedibis causes hard-to-predict damage propagation
which endangers the population’s security of supple have therefore developed a framework of syistem
and intersectoral dependencies between linkedsinéretures for the sectors water, transport, anglepo
supply. This framework combines input-output maaghvith graph theory techniques to simulate casgadi
failures, to support policy makers and infrastroetwperators, and to make large-scale systems more
resilient towards natural, technological, and madendisasters.

Our framework is a prototype that can be expandeddditional Cl sectors. The definition of critical
infrastructure sectors is slightly different forfffdrent countries, but most lists of critical systeinclude
telecommunications, electric power systems, natgaal and oil, banking and finance, transportaticater
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supply systems, government services, and emergamaices [OUANG 2014]. In an ideal model, all sesto
should be depicted, but due to the high connegtiviteach sector, the complexity of the model rifses
with every added infrastructure component, whichlhy the presented framework is limited to thregt@es.

So far, several techniques for modeling and sirmgahterdependent Cl networks exist that EUSGELD E
AL. grouped into eight categories [EUSGELD ET ALO0B]: agent-based modeling, system dynamics,
hybrid system modeling, critical path method, highel architecture and petri nets. OUANG proposed a
different subdivision in a more recent publicatemd divides existing modeling and simulation teghes

into empirical approaches, agent-based approacd@momic-theory-based approaches, network-based
approaches, and other approaches [OUANG 2014].

The model approaches differ both in their requineimieegarding the accuracy of the data and inc¢hke st
which the networks and cascading failures are tieghidVe decided on a network-based approach since
acquiring usable data to validate the model possadraficant problem during the development of thedel,

as is described in more detail below. The modet@gh was therefore chosen for its great intrimaliity,

as is common for graph models depicting networkee fietwork topologies which constitute the bases ar
known in detail and can be reconstructed withouteas to confidential data. Graph-based models
furthermore come with the advantage that they aaplg depict complex systems at a large scale djinca
multigraph. The largely hierarchical structure wirastructure systems which produce their outpuatredy

and then supply their product to local consumeasavivide distribution network can be depicted aataly
through directed acyclic graphs which are connecetedntersectorally dependent nodes. In addition, a
software-based simulation of the “system of systeofritical infrastructure sectors can be realizes a
multigraph at much lower memory capacity and commgutime than with more data-intensive solutions
such as agent-based models. Models explained iffiottmaving sections were researched, simulated and
analyzed in cooperation with Siemens AG. We thé&ekrt for the resourceful support they offered inrtgk
this work forward.”

3 GRAPH-BASED MODELING OF CASCADING FAILURES

According to a widespread definition by RINALDI, £are highly connected in multiple ways that can be
classified as physical, cyber, geographic, and chiginterdependencies [RINALDI 2001]. Physical
interdependencies describe the dependency of ofrastiucture on the material outputs of other
infrastructures. Cyber-interdependencies occur efenone infrastructure depends on information from
another infrastructure. Interdependencies on inftion technology exist in all computer-aided
infrastructures. Geographic interdependenciesraaed by the physical proximity of several infrastures

to one another, for example two transport infragtmes overlapping, such as a railway bridge anchd.
Damage to the railway bridge may lead to road c¢lmswhich would cancel the redundancy of the two
physically close systems even though they do ngien@ on one another physically or in terms of
information technology. Logical interdependenciesatibe interdependencies of mechanisms other than
physical, cyber, or geographic, such as dependgnaigsed by political or financial circumstances.

ZIMMERMANN proposes a different approach and groimsrdependencies into the categories functional
and spatial. Functional interdependencies occurevtiee operation of one infrastructure is neceskarthe
operation of the dependent infrastructure, whilatigp interdependencies refer to the proximity hesw
infrastructures [ZIMMERMANN 2001]. We refer to thiefinition as we see physical, cyber-, and logical
interdependencies as three different types of fonat interdependencies that can be modeled the saay,
while geographical and spatial interdependenciesynonymous and appear fundamentally differeoun
framework.

Analyzing the fragility of interdependent netwoiksextremely relevant when it comes to planningliezs
infrastructures. One fundamental characteristic iderdependent networks is cross-system damage
propagation. Concerning this issue, BULDYREV ET Altudied abstract systems. The main result of their
research was the analytical proof that broad-sdafgree distributions that confer resilience in vidlial
networks increase the vulnerability of interdepandeetworks to random failures [BULDYREV ET AL.
2010].
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The issue of fragile infrastructure systems wasaaly covered in 2003 in FIKSEL's study. The author
focuses on planning inherent resilience in theegyaiesign, which is achieved through diversityicefficy,
adaptivity and cohesion [FIKSEL 2003].

In 2006, HOLMGREN suggested using graph theory tmleh large infrastructure networks. However, he
limited the application of graph theory to modelipgwer supply, the structure of which is strictly
hierarchical [HOLMGREN 2006]. The researchers SVEMN and WOLTHUSEN modeled an
interdependent system using graph-theoretical nstio2007. Their approach is suitable for assgdie
stability of a municipal supply system quantitaliveBy removing edges from a multigraph, systenufais

at all supply levels can be simulated, allowingreige estimate the damages caused by componantefil
Since then, graph-theoretical models have contisiyobeen adapted and developed further. In 2015,
CHOPRA AND KHANNA published a model to predict digtions in Cl for the economy of the USA
[CHOPRA AND KHANNA 2015]. GIORGIO AND LIBERATI devieped a bayesian network-based
approach as a continuation of the basic graph-¢ieai model [GIORGIO AND LIBERATI 2011,
GIORGIO AND LIBERATI 2012].

Interdependency graph models depict infrastructomponents as directed multigraphs which can be
expanded by additional functions to define the ti@fa between the components [SVENDSEN AND
WOLTHUSEN 2007]. Each of the components is repregseas a node and produces one output each, for
which it requires the input of another componeié ¢omponent is unable to create the requiredtiipeif,

it depends on the higher-ranking, input-providilngnponent. This dependency is depicted as an e |
input-giving component fails, this causes a failarampediment of all successive dependent compsnen
which is modeled by removing the edge that faitgtially and all successive dependent edges.

Depending on the damage event, a single edge ceenime/ed (e.g. because of an isolated terroriatlet
or a geographic area can be defined in which apuuails (e.g. due to floods or fires). One waystop the
cascading failures are buffers, i.e. local utiditisuch as standby generators, or local utilitiesking
independently, e.g. water treatment plans gengratimergy from sewage. In addition, damage propagati
during a component failure can be prevented. Ireotd do so, redundant connections to other comgsne
can be set up, as is the case with the n-1 rypewer transmission.

Inputs and outputs can be services as well as gdilysioducts. Each output constitutes the inputfdeast
one other component of the system and must bereski@s the input of a geographic location accotgling
When a component is supplied with all its requineputs, it operates normally. If one of the suppdyi
components fails, which can be modelled by remogimgdge, the component now enters an irregulaemod
of operation, which includes both limited operatiand failure. Outputs are provided for geographjical
defined supply areas. The number of people that diw work in each supply area and are affected by a
cascading failure determines the criticality of Hystem.

A general weakness of our model, as well as ofealkting infrastructure-interdependency-modeling
approaches, is that validation is difficult, whighthe result of a lack of data available. Threggetyof data
are required in order to develop and validate enénaork for the depiction of cross-sector infrastuoe
interdependencies and the resulting damage prapagdatthe event of a failure:

- Geo-referenced data to depict the position ofdithstructure components to be covered

- Data about the capacities each infrastructure ihakjding existing buffers and redundancies that
exist in the system

- Data recorded during disasters depicting the asju@ad of damages

Geo-referenced data and infrastructure capacita flat the depiction of local technical infrastrugtu
systems is recorded by operators and municipalibasis highly confidential. Non-confidential geata
such as the position of buildings is available friti@ municipalities, but often at high costs. Thiedt data
type required for infrastructure system modelirgtadon the effects of real disasters, is diffitalgenerate
since electronic systems recording such data mawgfleeted by the failure themselves, scientificadat
collection is a low priority in the event of disast, and conducting experiments on urban infrastrec
systems essential to supply is impossible [SIMPEINAL. 2010].
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4 TOPOLOGY OF THE ELECTRIC POWERSUPPLY NETWORK

To explain our framework in detail, we have chosenexemplary part of the electricity supply network
topology that is linked with parts of the transpsettor and industrial facilities, as shown in Fegd. The
model has been kept abstract in order to illusttegedependencies and lay a framework for furthahais.

N1 N2
| nuclear fuel | | coal |
El E2
El0 N3 v v
| power generation | Ell

E3
N4 \ 4

substation high (60 - 220 kV) |

E4

NS A 4
| substation medium (6 - 60 kV) | E7

N9 =N NS ¥

E5 E6| industries | | light rail |
By (N6 y

| substation low (230 - 400 V) ]

E9

N10 \4
| end user |

Figure 1: lllustration of electric power supply wetk using graph model (Source: Author's own)

Complex models can be built further for a compnsihe analysis. As the model is hiearchical, nudeel
and coal sit on top of the graph model becausbkedf major contribution to the electric power geaiemn in
Germany [GRAUS AND WORRELL 2009]. Electricity geaged from coal or nuclear fuel, is sent to the
substations for stepping down the voltage for vagipurposes.

Although the fuels consumed for power generatiamislimited only to nuclear and coal, to keep thedel
simple and understandable we have neglected thainmam fuel sources. Buffers in the graph model
increase the resilience of the system in timestdrgency. The edge connecting the buffer unit aywiep
generation unit is bidirectional. The bi-directibmature of the buffer is owed to the fact that kthefer is
utilized for power generation during emergencies subsequently restored back when the power georerat
unit is working to its full capacity. The high-vatie lines are stepped down at subsequent substétion
power distribution. For example, substations whiahdle high voltage (60 kV to 220 kV) distributenss

to large-scale industries and to medium voltagestations. Medium-voltage substations handle voltage
between 6 kV to 60 kV. They distribute electridioymedium-scale industries, light rail transit gyss and

to regional low-voltage substations. Low-voltagéstations (230 V to 400 V) are partly also fed bias
power generation units. Solar power is fed to twe-Voltage substations which consequently feedetia:
users. End users comprise public facilities, consiaéenterprises, private households, etc. Thisptetas

the description of our abstract model represergiegtrical power supply network. However, it is on@ant

to note that the network described above is onlymall part of the complete multi-graph model. The
complete multi-graph model describing the netwopologies of electricity, transport and water nekgads

a lot more complex. For the graph model describeddeveloped three algorithms to simulate cascading
failures that will be discussed in the followinghssections.

4.1 Discrete simulation of disruptions

For a complex infrastructure system with sever@rolependencies, initially it is important to urtand the
ramifications. Every interdependent system has ie@des which are majorly responsible for the smooth
functioning of the system. SHUAI ET AL. and HAVLIAND KENETT suggested methods for analysis of
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complex interdependent systems from a network aisaperspective [SHUAI ET AL. 2015, HAVLIN AND
KENETT 2015]. While SHUAI ET AL. suggested genezeli model for understaning the cascading effects
with changing network topology, degree of nodes mmthber of nodes, Havlin and Kenett 2015 focused on
the application of the model suggested by Shuail.ein economic sector. The insight gained fromséhe
methods is to identify the size of largest funammgninterdependent cluster with changing influentia
parameters (network topology, degree of nodes namntber of nodes) upon failure of a fraction of reode

the model. Cluster is defined as the formationndiependent interdependent system upon fragmentaftion
network due to failure. The information obtaineanfrthe analysis can be used to model the systeed lwas
network theory, such that even upon disruptiomgdgrart of the network is still functional. But approach

IS not based on redesigning the existing netwopoltigy but making it robust by identifying the nsde
which carry maximum significance for the unintetegrunning of the major part of our model. Thigum

can be used to minimize the number of people aftedue to cascading failure. As a simple exampliyré

or disruption of a power generation unit would effall the dependent nodes lying in the same sestavell

as the transport sector which would not be the cgmm failure of a low-voltage substation. Henae, t
discern and distinguish between the nodes of omptex interdependent model we work with a discrete
status model. In the discrete model every nodealisasete state of operation, either “Running” oaited”.

In the graph model every node has an attributerib@sg its running status and name. Initially thumming
statuses of all the nodes are marked as “Running”.

The graph model can be read by the program usiagl®AL file format. The GraphML parser reads the
edges, nodes, and their attributes, which can ed fe further computation and analysis. The dioacbf

an edge is always from head node to tail nodeafotimer is higher in the hierarchical model thiae later.
The program starts by looping over the edges ofgtiaph model. Attributes of the current edge, gad
node and tail node are stored. If the status at&ibf the head node is equal to “Failed” thenattebute of
the tail node is changed to “Failed”. The programmes to an end with the last edge of the graph méde
explained, the rationale behind this approach intb the critical nodes in the system. Failurdesia such

as failure of random node, failure of node with maxm-minimum outgoing edges, or failure of maximum-
minimum incoming edges can be selected for theribf the head node. Vulnerability of an infrastawe
component can be determined and studied in multiydgs, as has been suggested in several papers
[EINARSSON AND RAUSAND 1998, GEORGE AND DOUGLAS 28D EINARSSON AND
RAUSAND defined vulnerability of the industrial $gen as the ability to endure threats and survive
accidental events that originate from within antsmle the system boundaries. GEORGE AND DOUGLAS
proposed a methodology for ranking the infrastmettomponents based on performance index, whittteis
sum of the weights of individual performance measuf(PM) multiplied by the disutilities of each
component for that particular PM. Methodology prega by EINARSSON AND RAUSAND is theoretical
and can be applied only to industrial systems, ea®IGEORGE AND DOUGLAS's approach is based on
weight and disutility of performance measures thfodeliberation in workshops. The approach we chose
for the graph model analysis is closer to whatleen described by3ISSON JOHANSSON AND JOHANSSON
[JONSSON JOHANSSON AND JOHANSSON008]. HNSSON JOHANSSON AND JOHANSSONJefined criticality or
vulnerability of an infrastructure as the magnitudewhich the complete interdependent model will be
affected upon failure. They focussed more on tliecafof failure sets rather than individual compaine
failures. We divide the total number of nodBi] affected by the failure of a nod€) by the total number

of nodes in the system\), which indicates the criticality of the failedda Herej denotes the infrastructure
node of interest spanning frobrto N.

NF;

TN
The range o€ is betweerl/N and 1.0 adlF; cannot be greater th&h An analysis can be performed for the
whole model by iteratively choosing one node atterother. If the criticality of a selected nod€lié\), that
shows that no other node is dependent on the edlacide. A criticality of 1.0 would mean that &k tother
nodes in the system are dependent on the seleotkd fiable 1 shows the criticality of the node®im
graph model (Figure 1). As the graph model is haniaal, it can be observed that criticality of magduces
as we move down the graph. Node set {N7, N8, N1&3 ho dependent nodes and hence their criticalities
are 0.1. This means no further failures in theesystakes place due to the failure of these nodiisodgh
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this model is a good starting point for analyzihg graph model, the major drawback is equal weifgintall
the edges. This disadvantage is covered in théntamh model for the simulation of disruptions.

Failed node| Criticality of node
number (C)
N1 0.8
N2 0.8
N3 0.7
N4 0.6
N5 0.5
N6 0.2
N7 0.1
N8 0.1
N9 0.3
N10 0.1

Table 1: Criticality of failed nodes (Source: Autisoown)

4.2 Continuum model for the simulation of disruptions

The discrete model discussed above describes tendency of one infrastructure component on others
with unweighted edges and a discrete state of tperaBut in reality the complete interdependergtegn
works dynamically on the basis of many factors ascdbed by RowN [BROWN 2007]. MN ET AL.
described a system dynamic methodology for identfyand quantifying risky nodes and edges and,
evaluating the effects of system redundanciesiptpact of buffers, and the positive/negative impaetated
due to interdependencies [MET AL. 2007]. In general an infrastructure node comprisasy independent
components which are clubbed into one. Power géoaraode contains power generated from different
fuels. The nodes can either be split into manyviddial components or additional edges can be added
describing the input feed type. If a city generédt@%o of the total electricity using renewable resea and
rest using coal or gas, this means that the edye=ba power generation and the end user will nee lihe
weight same as the edge between solar power andditage substation. In this approach we work witit

less working status. The working statMgS) of a node is always between 0.0 and 1.0. If aetsodiorking
status WS) is equal to 1.0 that means all the nodes aretifiming to full capacity. Herei, denotes the
infrastructure node of interest spanning frbmo total number of nodes in the modd).(

Edge number, Weight  of
Edge (W)
El 0.5
E2 0.5
E3 1.0
E4 1.0
E5 0.9
E6 1.0
E7 1.0
E8 0.1
E9 1.0

Table 2: Weights of edges (Source: Author’s own)

To ensure that the maximuW S at which a node can work is 1.0, sum of weightalbthe incident edges
on a node must be equal to 1.0. This means that E8gvould have a weight of 0.1 and edge E5 woalah
a weight of 0.9, under the assumption that 10%lexftecity is generated from solar power and 90&4rfr
coal, gas etc.The criticality approach chosen lierdontinuum model is slightly different from thisatete
model. In this approach, the failure of a nodedsatibed by the weight of the edgehler! Verweisquelle
konnte nicht gefunden werden.Table 2 describes the weights of all the edgeswthe system is working
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at full capacity. The working status of a node atcolated by multiplying the weight of the edge wihe
working status of its head node. If a node hasdadompletely, we mark the working status of thdenas
0.0 and iterate over all the remaining nodes toutate the working status of every other node basethe
formula:
M
Ws; = Z W« WS,
=1

Here,j is the index of the edge connecting th@ode to th&" node where thé" node is dependent on the
K" node andV is the total number of edges incident on ifA@ode. After the calculation of the working
status of all the nodes upon failure of a node, dfiéicality of a node is calculated on the basishe
following formula:

Ei};lﬁfsj
C;= 1.0 T
A failure analysis for every node is performed dhd criticality of every node is noted in Table A
adjacency matrix with working status can be comsérdl as described by CHOPRA AND KHANNA
[CHOPRA AND KHANNA 2015]. Such an approach is usedhinly in supply-demand models for
identifying final demand due to a disruption. Thigécality of nodes calculated using the continuomodel is
a better approximation than the discrete modeltdiits ability to analyse partial failure along Wwitomplete

failure. It is possible that a fraction of infragtture has failed unlike the test case we chosasuth a
scenario the weights of the edges will help in tidging the current state of operation of dependedes.

Failed node| Criticality of node
number (G)
N1 0.44
N2 0.44
N3 0.68
N4 0.58
N5 0.48
N6 0.2
N7 0.1
N8 0.1
N9 0.12
N10 0.1

Table 3: Criticality of failed nodes (Source: Auttsoown)

Table 3 shows that N4 (power generation) is thetnesasical node in our model. This establishes the
rationale behind adding buffers to N4. The pressmtinuum model establishes a good strategy for
analysing the functional dependency.

4.3 Spatial dependency coupled with functional dependexy

The models discussed above describe the functae@dndence of one infrastructure on the otherhik t
model we satisfy spatial dependence on the bagisoafmity between infrastructures. Different medsdor
risk assessment of georeferenced data have be@osgid by SUMATHIPALA AND WIJESEKERA,
STEPNOWSKI AND KULAWIAK, KULAWIAK AND LUBNIEWSKI [SUMATHIPALA AND
WIJESEKERA 2008, STEPNOWSKI AND KULAWIAK 2010, KULWIAK AND LUBNIEWSKI 2014,
RIEGEL ET AL. 2015]. Based on the criticality or Imarability of an infrastructure, a distance based
function can be defined to assess the spatial im@&ech an analysis has already been suggested by
STEPNOWSKI AND KULAWIAK. The model they proposedrche used for understanding independent
infrastructure components upon attack but notriterdependent infrastructures. We have choserfexrefit
approach for identifying cascading effects as STERKI AND KULAWIAK do not take functional
dependency into account. The functional dependeleseribes the relationships between infrastructures
Spatial data can be visualized using geo referedatal pointing to the infrastructures on the reapniThe
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graph model is a layer describing the functionadeshelence which is supplied to the georeferenceat liay
order to satisfy spatial dependence. Spatial degreaed gives an in detail understanding of one toyman
relationships. This kind of relationship is impartdecause in principle a high-voltage substatiodencan
have many high-voltage substation infrastructurethe georeferenced map which are dependent omgke si
power generation infrastructure. Actually we move foom a macro model to a micro model using the
relationships.

Legend
. power generation
e e ® Failed
; VA N\ ) @® Running
‘II b\ "‘.F L },"i\ ) substation high
: oA, ¥ B Failed
el =, J ‘ ~ @ E Running
A N T substation medium
— &/ ] o [ .| a Failed
A  Running
T T B " %4 industries
e T ®  Failed
: ‘;.l“ ; Bl @ Running
e A light rail
Failed

‘ { Running
solar power
& Failed

® Running
substations low

® Failed

@ Running

\ end user

Figure 2: Visualization of cascading failure dudaiture of a power generation component (SouraghAr's own)

For the macro model and functional dependence madelwork with the graph model. In the case of
functional dependence model coupled with the spdependence model, we work with shapefiles along
with the graph model. Shapefiles contain the geveeiced data for every infrastructure with spatial
coordinates. We are dealing with a relatively senpterdependent system. Hence, dependence betheen
components of an infrastructure and another casbtened through survey. Moving on to a complex etod
would require us to establish a framework for @ienode component to identify its head node. Aadise
based approach can be used to identify the heeastnicture for each dependent infrastructure. dhesto-
many relationship is achieved by finding out tharest head node for every tail node.

A shapefile is used for storing the geographic dimates, shapes, and attributes of geographic résatu
Shapes represent the physical form of the geograpfrastructure component for visualization. A ple
example is representation of light rail using linesinicipalities using polygons and industries ggmoints.
The end goal is to identify the number of peopfeciéd by the cascading failures induced uponraiaf a
particular infrastructure. The number of peopleetiéd is directly proportional to the criticality failed
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infrastructure. Figure 2 shows the cascading effexduced in the interdependent model due to fanati
and spatial dependency. When running the modeljiraption starts with the failure of a componienthe
power generation unit. All the high-voltage sulistatomponents dependent on the failed power ggoera
infrastructure fail. This leads to the selectiviéuf@ of medium-voltage substations, industrieghtirail and
low-voltage substation on the basis of spatial pnity. Figure 2 (top) shows the georeferenced
infrastructures up until medium-voltage substatiamsl Figure 2 (bottom) shows all the georeferenced
infrastructures in our model. In order to satistydtional dependency, we have worked with the discr
model as we want to establish a simple frameworikhivban be later extended to the continuum model.

5 CONCLUSION

Understanding and analysing interdependent criticihstructures has become an area of interest for
minimizing the number of people affected by infrasture failures. The methods proposed facilithie t
identification of vulnerable interdependent techhiinfrastructures. A discrete simulation model was
explained initially to underline the importance @dge weights in the interdependent graph model. The
discrete model is not a precise method for anabfsgitical nodes due to the assumptions that digenot
carry any weight and state of operation is discréhes led to development of continuum model wheee
analyse the system to a greater detail by undelisigthe constituents of infrastructures and teapply of
resources to the dependent nodes. The continuurelreadures that the weights of the edges are atambun
for the calculation of working status. The workistgtus in turn would help us in calculating crilityaof the
nodes. Criticality of the nodes was considered reotking the critical infrastructure components. The
identified critical infrastructure was connectedatduffer to increase the resilience of system updare.
Discrete and continuum models explain the dynanwtscascading failure based on the functional
dependency. Continuum model can be extended froglesinfrastructure failure to multi infrastructure
failure based on spatial proximity. This would hekpin gaining insight not only from a functionailfire
perspective but also on an attack based failurgppetive.

To quantify the number of people affected by amaistiucture failure, spatial dependence model was
introduced. RIEGEL ET AL. proposed an approachdtednine the number of people affected due to an
infrastructure failure based on spatial proximity the coupled model proposed by us defines aioektip
between the functional dependency model and spadgipéndency model using the real geographical co-
ordinates of the infrastructures. This couplingl#es us to identify the cascading effects on inftesures

at a micro level, pointing to their real geograjphicoordinates. Functional dependence model antiakpa
dependence model is one way coupled. Changes raddadtional dependence model would reflect in the
micro level but the vice versa is not true. Needddwo way coupled model does not arise as funatio
model does not depend on the micro level modeit$asperation. Micro level model can be used tanfig

and strengthen weak links at micro level. Analysimgl strengthening weak links at macro level waadd
unoptimized redundancy to the system. The modelpgsed can be used for strategic analysis and urban
planning so that the number of people affectedump Sailures is kept at minimum. In the future wonke

will investigate the conceptual Bayesian networlhick will help in the bottom up analysis of the
hierarchical model. Another scope for future woreuld be, to establish a framework in order to idgnt
shortest path between two critical infrastructuresnulti graph model based on DIJKSTRA's algorithm
[DIJKSTRA 1959]. The information gained from thieafework can be used in restoration of critical
infrastructures falling in the shortest path fupbn disruption.
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